
Determination of the titanium spectral function from (e,e’p) data from Jefferson Lab E12-14-012
experiment

Albrun Johnson1 and Camillo Mariani2
1Department of Physics, Gettysburg College, Gettysburg, Pennsylvania 17325, USA

2Center for Neutrino Physics, Virginia Tech, Blacksburg, Virginia 24061, USA

The experiment E12-14-012 at Thomas Jefferson National Accelerator Facility (JLab) gathered data from
(e,e′p) scattering on a titanium-48 natural target. The (e,e′p) cross section was extracted as a function of the
missing momentum 𝑝𝑚 and the missing energy 𝐸𝑚, respectively, to get the titanium proton spectral functions and
the spectroscopic factors. The measurements were then fitted against a Monte Carlo simulation varying orbitals’
strength, position and width, and the reduced 𝜒2 values were determined using TMinuit in ROOT. The fitting
procedure was performed with and without the correlated part of the spectral function for both the 𝑝𝑚 and 𝐸𝑚 fits,
and, the latter, with and without including the results on spectroscopic factors obtained from the 𝑝𝑚 fits. There
was no significant difference between using or not using the correlated spectral function for the 𝑝𝑚 fits but the
reduced 𝜒2 value was closer to 1 at 0.57 when not using it. For the 𝐸𝑚 fits, there was no significant difference
between using all priors and not using the 𝑝𝑚 fits fits but there was a slight difference to not using the correlated
spectral function. The reduced 𝜒2 value was best when using all priors at 0.95. Neither fit shows a bias and
while the 𝑝𝑚 fits should be run without the correlated spectral function, the 𝐸𝑚 fits should be run with all priors
to obtain the best fit.

I. INTRODUCTION

The Deep Underground Experiment (DUNE) will study
neutrino oscillation to gain insight on the origin of matter, the
relationship between the four forces, and black hole forma-
tion, among other fields. Specifically, DUNE will look at 𝜈𝜇
to 𝜈𝑒 and 𝜈𝜇 to 𝜈𝑒 oscillation. The idea behind measuring neu-
trino oscillation with higher precision is to test the validity of
the three-flavor paradigm and in the process check for charge-
parity symmetry violation. DUNE’s infrastructure can also
be used to detect rare supernova neutrino bursts, and nucleon
decay and neutron-antineutron oscillations, which if observed
would be evidence for baryon-number violation. DUNE will
consist of a near detector, a far detector, and a neutrino beam-
line. The neutrino source and the near detector will be located
at Fermi National Accelerator Laboratory (Fermilab) in Illi-
nois. For the beam-line, protons will be accelerated and will
collide with a graphite target. The resulting pions and kaons
will either decay into 𝜈𝜇 and 𝜈𝜇 or be filtered out with the use of
a pulsating horn. The near detector complex will measure the
neutrinos and antineutrinos before oscillation and will be used
to reduce the systematic error due to neutrino cross section
and nuclear models. The near detector includes on-axis and
off-axis neutrino detectors. The far detector will be located
850 miles from Fermilab at Sanford Underground Research
Facility (SURF) in South Dakota approximately 1,500 m un-
derground. The far detector will consist of four liquid argon
time-projection chamber modules with a volume of about 17
kt [1–3].

In the DUNE detectors, the neutrinos and antineutrinos will
interact with argon-40 nuclei. Since the energy of the incom-
ing neutrinos will not be known precisely (neutrinos come
from 3-body decay of pions and kaons), it is essential to under-
stand the nuclear structure of argon to reconstruct the neutrino
energy from the product of the neutrino interactions in the de-
tectors. The energy of the incoming neutrino is necessary to

determine the oscillation probability:

𝑃 (𝜈𝛼 → 𝜈𝛽) ≃ sin2 2𝜃 sin2
(

Δ𝑚2𝐿
4𝐸

)

, (1)

where 𝜃 is the mixing angle, 𝛿𝑚 is the squared difference in
neutrino mass, 𝐿 is the oscillation distance (far-near detector),
and 𝐸 is the reconstructed (anti-)neutrino energy. For sim-
plicity, this probability only incorporates two neutrino flavors
instead of three. While we can find argon’s proton spectral
function using the (e,e′p) cross section, (e,e′n) scattering is
not efficient - the cross section is about 10% of the (e,e′p) cross
section and with a typical neutron efficiency of 50%, the total
cross section is about 5%. Hence (e,e′n) is not well suited for
determining argon’s neutron spectral function with very high
statistics. Instead, we used (e,e′p) scattering in titanium-48 to
model the neutron spectral function as the protons’ structure
in titanium is quite similar to the neutrons in argon. There are
differences of course, one being the additional eight neutrons
in titanium wit respect to the argon’s protons [5]. The theory
group of Barbieri in Ref. [4] has shown that this is a viable
model for inclusive (e,e′) scattering, suggesting that this ap-
proximation may work also for the exclusive scattering.

In the E12-14-012 experiment we use an electron beam of
energy 2.222 GeV produced by the CEBAF accelerator and it
was aimed at gaseous closed argon cell and a solid titanium
target, respectively. The resulting particles were detected us-
ing an electron and a proton spectrometers. The difference in
momentum and energy in the interaction are the missing mo-
mentum 𝑝𝑚 and the missing energy 𝐸𝑚 given by

𝐩𝑚 = 𝐪 + 𝐩′ = 𝐩𝑅 (2)

and

𝐸𝑚 = 𝜔 − 𝑇𝑝′ − 𝑇𝑅, (3)

where 𝐪 is the momentum transfer, 𝐩′ the outgoing proton’s
momentum, 𝐩𝑅 the momentum of the recoiling residual nu-
cleus, 𝜔 the energy transfer, 𝑇𝑝′ the outgoing proton′s kinetic
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TABLE I. Kinematics settings used to collect the data in experiment E12-14-012.

𝐸′
𝑒 𝜃𝑒 𝑄2

|p′
| 𝑇𝑝′ 𝜃𝑝′ |𝐪| 𝑝𝑚 𝐸𝑚

(GeV) (deg) (GeV2∕𝑐2) (MeV/𝑐) (MeV) (deg) (MeV/𝑐) (MeV/𝑐) (MeV)
kin1 1.799 21.5 0.549 915 372 −50.0 865 50 50
kin2 1.716 20.0 0.460 1030 455 −44.0 846 184 50
kin3 1.799 17.5 0.370 915 372 −47.0 741 174 50
kin4 1.799 15.5 0.291 915 372 −44.5 685 230 50

energy, and 𝑇𝑅 is the kinetic energy of the recoiling nucleus.
The four different kinematics that were used for titanium are
shown in Table I. The angle of the incoming electron beam
was changed to sample different missing momentum [5]. Us-
ing the data from the experiment we measured the (e,e′p) cross
section

𝑑6𝜎
𝑑𝜔𝑑Ω𝑒′𝑑𝑇𝑝′𝑑Ω𝑝′

=
𝑌 (𝑝𝑚, 𝐸𝑚)

𝐵 × 𝑙𝑡 × 𝜌 × 𝑉𝐵 × 𝐶rad
, (4)

where 𝐵 is the total accumulated beam charge, 𝑙𝑡 is the live-
time of the detector, 𝜌 is the target density, 𝑉𝐵 is the effect of
the acceptance and kinematical cuts, and 𝐶rad is the effect of
the radiative corrections and bin center migration. The cross
section is

𝑑6𝜎𝐼𝐴
𝑑Ω𝑒′𝑑𝐸𝑒′𝑑Ω𝑝′𝑑𝐸𝑝′

∝ 𝜎𝑒𝑝𝑃 (𝑝𝑚, 𝐸𝑚)𝑇 (𝐸𝑝′ ), (5)

where 𝜎𝑒𝑝 is the elementary cross section, 𝑃 (𝑝𝑚, 𝐸𝑚) is the
spectral function - which consists to 80% of the mean field
and to 20% of the correlated part - and 𝑇 (𝐸𝑝′ ) is the FSI ef-
fects, as functions of 𝑝𝑚 and 𝐸𝑚, respectively. By dividing out
the FSI and the elementary cross section - using de Forest’s
𝜎𝐶𝐶1 for the off-shell proton cross section [6, 7] - we obtained
𝑃 (𝑝𝑚) and its corresponding spectroscopic factors 𝑆𝛼 . Using
the spectroscopic factors from the 𝑝𝑚 fit and the cross section
as a function of 𝐸𝑚, we found 𝑃 (𝐸𝑚) and its parameters - the
spectroscopic factors, the peak positions, and the distribution
width. We fitted these values against a Monte Carlo simula-
tion (MC) to test for bias and determine the best fit. The MC
simulation used the SIMC spectrometer package to simulate
the (e,e′p) events. It operates with the kinematic settings from
the experiment and an approximate spectral function as input,
built assuming the independent shell model [8, 13].

II. DATA ANALYSIS

We used the CERN ROOT package to find the best fit for 𝑝𝑚
and 𝐸𝑚 and in them the ROOT TMinuit package to minimize
𝜒2. TMinuit takes the parameters given by the user and finds
the value in a determined interval to find the smallest 𝜒2 value
[14, 15]. We calculated 𝜒2 with

𝜒2 =
∑

𝑖
𝜒2
𝑖 =

∑

𝑖

(

𝜎red, obs
𝑖 −

∑

𝛼 𝑆𝛼𝑓
pred
𝛼 (𝑖)

𝜎𝜎red, obs
𝑖

)2

, (6)

where 𝜎red, obs
𝑖 is the observed, reduced cross section, the in-

dex 𝑖 labels the missing momentum bin, 𝛼 is the orbital index,
𝑓 pred
𝛼 (𝑖) is the parametrized prediction evaluated at bin 𝑖 in the

missing momentum spectra for orbital 𝛼, and𝑆𝛼 is the spectro-
scopic factor. We minimized the 𝜒2 function using the missing
energy spectra,

𝜒2 =
∑

𝑖
𝜒2
𝑖 +

∑

𝑛

(

𝜏fit
𝑛 − 𝜏𝑐𝑛
𝜎fit
𝑛

)2

, (7)

including constraints from previous experimental results [9–
12], summarized in Table III. For comparison, we normalized
𝜒2 by dividing by the number of degree of freedom (d.o.f.)
which is known as the reduced 𝜒2 value. The d.o.f is defined
as the number of fitted parameters minus the number of inde-
pendent values (including constraints). If the reduced 𝜒2 value
is one, it fits the data perfectly; if it is higher, the data does not
match the fit well; and if it is lower, it could be an indication
that the data is either over fitted or the errors are overestimated.

The 𝑝𝑚 fit used 9 fitting parameters, while the 𝐸𝑚 fit used
25. We ran both fitting codes with and without the correlated
part of the spectral function to determine possible bias on the
spectroscopic factors due to the assumptions used to compute
the correlated part of the spectral function [13].

In the 𝐸𝑚 fit, we looked at the fit results including or not the
constraints on spectroscopic factor obtained by the 𝑝𝑚 fit. In
both cases, we determined the peak energy positions and their
distribution widths. This process tests the fit for bias in de-
termining the spectral function. The spectroscopic factors in
Table IV and Table V were normalized to 0.8×22 for the total
strength of the orbitals and to 0.2×22 for the correlated part.
The total spectroscopic strength, which is the sum of the spec-
troscopic factors of the individual orbitals and the correlated
part, should be at 22 as the total number of protons in tita-
nium. The error is a combination of systematic and statistical
uncertainty as summarized in Table II. We used the procedure
outlined in Ref. [13] to determine the errors.

III. RESULTS

Figure 1 shows the 𝑝𝑚 distributions of the four kinematics
integrated over three different 𝐸𝑚 intervals. The dots repre-
sent our data points, their errors, that consists of the systematic
and statistical errors summed in quadrature, and the theoretical
model is the blue band. Further uncertainties in the theoretical
model (like the effect of FSI) are included in the width of the
blue band. It is notable that kinematics two and three cover
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TABLE II. Contributions to systematical uncertainties for titanium average over all the 𝐸𝑚 and 𝑝𝑚 bins for each kinematic. All numbers are in
%. kin4 uncertainties are the sum in quadrature of the systematic uncertainties on the signal and the background.

kin1 kin2 kin3 kin4
1. Total statistical uncertainty 0.78 0.60 0.82 1.24
2. Total systematic uncertainty 4.63 4.92 4.70 6.04

a. Beam 𝑥&𝑦 offset 0.49 1.17 0.66 0.91
b. HRS 𝑥&𝑦 offset 0.58 1.25 0.99 1.15
c. Optics (q1, q2, q3) 0.48 0.77 0.55 0.90
d. Acceptance cut (𝜃, 𝜙, 𝑧) 1.36 1.46 1.32 1.57
e. Target thickness/density/length 0.20 0.20 0.20 0.20
f. Calorimeter & Čerenkov cut 0.02 0.02 0.02 0.02
g. Radiative and Coulomb corr. 1.00 1.00 1.00 1.00
h. 𝛽 cut 0.39 0.58 0.42 2.83
i. Cross section model 1.00 1.00 1.00 1.00
j. Trigger and coincidence time cut 0.78 0.33 0.58 2.32
k. FSI 4.00 2.00 2.00 2.00

TABLE III. Constraints on the fits to the missing-energy spectra ob-
tained from past measurements [9–12]. For the clarity of presenta-
tion, 𝐸𝛼 is denoted as 𝐸(𝛼).

Parameter Value (MeV) Uncertainty (MeV)
𝐸(1𝑓7∕2) 11.32 0.10
𝐸(1𝑑3∕2) 12.30 0.24
𝐸(2𝑠1∕2) 12.77 0.25
𝐸(1𝑑5∕2) 15.86 0.20

𝐸(1𝑑5∕2) − 𝐸(1𝑑3∕2) 3.57 0.31
𝐸(1𝑝3∕2) − 𝐸(1𝑝1∕2) 6.36 0.75

the same region in 𝑝𝑚 but have different 𝑇𝑝′ , so the effect of
final state interactions (FSI) between them is different. The
quite good agreement in the reduced cross section shows that
our FSI corrections are reliable.

The total spectroscopic strengths, obtained with and with-
out the use of the correlated spectral function in Table IV,
match within uncertainty at 22.16 ± 5.31 and 20.17 ± 4.14,
respectively. There is no significant difference for the indi-
vidual spectroscopic factors except in the 1𝑠1∕2 shell but the
difference is not big. The reduced 𝜒2 value is slightly closer
to one without the correlated spectral function at 0.57.

Figures 2 and 3 show the 𝐸𝑚 distribution for the four kine-
matics. The data points are represented in black and the data
error is the sum in quadrature of the statistical and systematic
errors). The blue band represents the prediction of the theoret-
ical model with width of the band being the systematic error
on the theoretical model. Most data points fit well with respect
to the model with the biggest discrepancy in kinematic one at
lower 𝐸𝑚 values.

The total spectroscopic strengths using all priors and not us-
ing the spectroscopic factors from the 𝑝𝑚 fit in Table V match
within uncertainty at 20.72 ± 0.78 and 20.76 ± 1.05, respec-
tively. The total spectroscopic strength without the correlated
spectral function at 19.10±0.59 does not quite matches within
uncertainty but is close. The reduced 𝜒2 value is closest to 1
using all priors at 0.95. All of the peak energy positions and
their widths match within uncertainty when using and when

TABLE IV. Comparison of the results of the 𝜒2 minimization using
the missing momentum distributions, obtained with and without the
correlated spectral function. For every state 𝛼, the extracted spec-
troscopic factor 𝑆𝛼 , and its occupation number in the independent-
particle shell model, 𝑁𝛼 are presented. Additionally,the total spec-
troscopic strength, the number of degrees of freedom (d.o.f.), and the
reduced 𝜒2 value are provided.

w/ corr. w/o corr.
𝛼 𝑁𝛼 𝑆𝛼

1𝑓7∕2 2 0.83 ± 1.17 0.78 ± 1.35
1𝑑3∕2 4 1.17 ± 0.22 1.34 ± 0.10
2𝑠1∕2 2 2.02 ± 0.08 2.18 ± 0.08
1𝑑5∕2 6 2.34 ± 1.34 2.34 ± 3.72
1𝑝1∕2 2 2.46 ± 0.27 2.71 ± 1.19
1𝑝3∕2 4 5.46 ± 1.69 5.46 ± 0.05
1𝑠1∕2 2 2.17 ± 0.09 2.51 ± 0.08
corr. 0 1.20 ± 0.09 excluded
∑

𝛼 𝑆𝛼 22.16 ± 5.31 20.17 ± 4.14
d.o.f. 675 676

𝜒2/d.o.f. 0.49 0.57

not using the values from the 𝑝𝑚 fit.

IV. CONCLUSIONS

We analyzed the titanium-48 data from experiment E12-14-
012 at JLab and fitted the resulting spectral functions against
a MC simulation as functions of 𝑝𝑚 and 𝐸𝑚. We found the
spectroscopic factors and the respective total spectroscopic
strengths for 𝑃 (𝑝𝑚) and 𝑃 (𝐸𝑚), as well as the peak energy po-
sitions and their distribution widths, with great precision. The
𝑝𝑚 fit showed no significant difference between using and not
using the correlated spectral function which suggests that there
is no large bias. The reduced 𝜒2 value is slightly closer to one
at 0.57 when not using the correlated spectral function, so the
fit is better. However, it is still either over fitted or the error is
overestimated. The overlap of kinematics two and three in 𝑝𝑚,
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(a) 0 < 𝐸𝑚 < 30 MeV
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(b) 30 < 𝐸𝑚 < 54 MeV
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(c) 54 < 𝐸𝑚 < 90 MeV

FIG. 1. Partial momentum distribution obtained by integrating the
test spectral function over the missing energy range of (a) 0–30 MeV,
(b) 30–54 MeV, and (c) 54–90 MeV, presented with the geometric
factor of 4𝜋𝑝2𝑚.

even though they have different 𝑇𝑝′ , shows that the FSI correc-
tions used are reliable. For the 𝐸𝑚 fit, we found no significant
difference between using all priors and not using the spectro-
scopic factors from the 𝑝𝑚 fit. There was a slight difference
to not using the correlated spectral function but the values are
still similar indicating that there is no large bias. The fit is best
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(b) 130 < 𝑝𝑚 < 260 MeV/c
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FIG. 2. Missing energy distributions obtained for the kinematic
settings of Table I. The blue band shows the results of our fit including
the full error budget.
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FIG. 3. Continued from Fig. 2.

TABLE V. Comparison of the results of the 𝜒2 minimization using
the missing energy distributions, obtained with all priors, without pri-
ors from the missing-momentum fits, and without the correlated spec-
tral function. For every state 𝛼, the extracted spectroscopic factor 𝑆𝛼 ,
and its occupation number in the independent-particle shell model,
𝑁𝛼 are presented. Additionally,the total spectroscopic strength, the
number of degrees of freedom (d.o.f.), and the reduced 𝜒2 are pro-
vided.

all priors w/o 𝑝𝑚 w/o corr.
𝛼 𝑁𝛼 𝑆𝛼

1𝑓7∕2 2 1.53 ± 0.25 1.55 ± 0.28 1.24 ± 0.22
1𝑑3∕2 4 2.79 ± 0.37 3.15 ± 0.54 3.21 ± 0.37
2𝑠1∕2 2 2.00 ± 0.11 1.78 ± 0.46 2.03 ± 0.11
1𝑑5∕2 6 2.25 ± 0.16 2.34 ± 0.19 3.57 ± 0.29
1𝑝1∕2 2 2.00 ± 0.20 1.80 ± 0.27 2.09 ± 0.19
1𝑝3∕2 4 2.90 ± 0.20 2.92 ± 0.20 4.07 ± 0.15
1𝑠1∕2 2 2.14 ± 0.10 2.56 ± 0.30 2.14 ± 0.11
corr. 0 1.07 ± 0.07 0.96 ± 0.11 excluded
∑

𝛼 𝑆𝛼 20.72 ± 0.78 20.76 ± 1.05 19.10 ± 0.59
d.o.f 121 153 125

𝜒2/d.o.f. 0.95 0.71 1.23

TABLE VI. The peak positions 𝐸𝛼 , their widths 𝜎𝛼 , and the parame-
ter 𝐸corr of the correlated spectral function obtained from the 𝜒2 min-
imization of missing energy distributions. The results with and with-
out priors from the missing momentum fit are compared.

𝐸𝛼 (MeV) 𝜎𝛼 (MeV)
𝛼 w/ priors w/o priors w/ priors w/o priors

1𝑓7∕2 11.32 ± 0.10 11.31 ± 0.10 8.00 ± 5.57 8.00 ± 6.50
1𝑑3∕2 12.30 ± 0.24 12.33 ± 0.24 7.00 ± 0.61 7.00 ± 3.84
2𝑠1∕2 12.77 ± 0.25 12.76 ± 0.25 7.00 ± 3.76 7.00 ± 3.84
1𝑑5∕2 15.86 ± 0.20 15.91 ± 0.22 2.17 ± 0.27 2.23 ± 0.29
1𝑝1∕2 33.33 ± 0.60 33.15 ± 0.65 3.17 ± 0.45 3.03 ± 0.48
1𝑝3∕2 39.69 ± 0.62 39.43 ± 0.68 5.52 ± 0.70 5.59 ± 0.70
1𝑠1∕2 53.84 ± 1.86 52.00 ± 3.13 11.63 ± 1.90 13.63 ± 2.59
corr. 25.20 ± 0.02 25.00 ± 0.29 — —

when using all priors with a reduced 𝜒2 value of 0.95. Overall,
the data is in good agreement with the theoretical model. Pro-
vided (e,e′p) scattering in titanium can be shown to be a good
model for (e,e′n) in argon, this data can be used for precise
measurements in neutrino experiments like DUNE.
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